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This supplementary document provides an overview of the datasets that we used in our evaluation (Section 1), a detailed description of all
metrics (Section 2), and running time results of both our algorithm and the industry standard dot for all datasets (Section 3). We also describe
the qualitative user study in detail (Section 4). Finally, we compare a number of layout results of our approach and dot (Section 5).

1. Datasets

Name Nodes Edges Cases Variations Description

BPI2012 36 188 23967 4366 Dataset of the second international business pro-
cess intelligence challenge [3]

BPI2013 13 81 30239 1838 Dataset of the third international business process
intelligence challenge [4]

BPI2014 39 772 88502 21000 Dataset of the fourth international business pro-
cess intelligence challenge [5]

BPI2017 48 257 73364 16263 Dataset of the seventh international business pro-
cess intelligence challenge [6]

BPI2017RCA 26 167 42995 2836 A simplified version of the BPI2017 dataset

BPI2018 41 594 466141 26104 Dataset of the eighth international business pro-
cess intelligence challenge [7]

Electricity 22 300 144339 10874 Dataset containing process data of an electricity
company

Hospital 18 144 100000 780 Dataset containing process data of a hospital

Insurance 13 87 99999 22149 Dataset containing process data of an insurance
company

Invoices 15 48 25743 101 Our running example

P2P 50 615 80017 5807 Dataset containing process data of a purchase to
pay process

Road 11 70 150370 171 Dataset of an information system managing road
traffic fines

Sepsis 16 155 3383 806 Dataset containing process data of how sepsis (a
potentially life-threatening complication of an in-
fection) is handled

Table 1: The datasets used to test the algorithms.

2. Metrics

This section contains detailed descriptions of the used quality and stability metrics. Most of these metrics take the weight of edges into
account because we deem it important to optimize graph aesthetics for the edges with highest weight. Intuitively, edges with highest weight
represent the most prominent process behaviour. Also, computing exact values for the edges (such as intersections or edge length) is quite
expensive because the edges are drawn as splines. Therefore, consider that an edge e is drawn as a sequence of spline segments, which we
denote as segments(e). Every segment s ∈ segments(e) contains four points (coordinates): a start point ps at which the spline segment starts,
two control points pc1 and pc2 that define the shape of the spline segment, and an end point pe at which the spline segment ends. We use
an approximation for the edge e, which consists of approximations of the spline segments s ∈ segments(e). An approximation of a spline
segment is the straight line line(s) between ps and pe. Moreover, the euclidean distance between ps and pe is an approximation of the actual
length of s and is denoted as length(s). Consequently, the approximate length of an edge e is defined as:

length(e) = ∑
s∈segments(e)

length(s)

2.1. Quality Metrics

Running Time
The running time of the layout algorithm is not really an aesthetic criterion since it does not relate to the computed graph layout. Nevertheless,
a faster algorithm is obviously more desirable to the user since this reduces waiting times. Therefore, the quality metric QMtime(G) measures
the time (in milliseconds) the layout algorithm required to compute the graph layout for G.
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Figure 1: A layout computed by dot for the invoices data set. Clearly, the edge crossings in red rectangle 1 are more salient than those in
red rectangle 2.

Edge Crossings
The number of edge crossings in a graph layout has a significant effect on the readability [PCJ97,Pur00]. Therefore, we define the following
function that computes the ‘cost’ of the edge crossing(s) between two edges.

cross(e1,e2) = ∑
(s1,s2)∈segments(e1)×segments(e2)

cr(e1,e2,s1,s2)

Where cr(e1,e2,s1,s2) is defined as follows:

cr(e1,e2,s1,s2) =

{
0 line(s_1) and line(s_2) do not intersect
weight(e1) ·weight(e2) line(s_1) and line(s_2) intersect

Since edges of higher weight are drawn more salient, edge crossings of high weight edges are also more salient. For example, in Figure 1, the
crossings in red rectangle 1 are more salient than the edges crossing in red rectangle 2. Therefore, to quantify that we consider high weight
edge crossings as worse, we multiply the weights of e1 and e2. Let pairs(E) be the set of unique edge pairs in a graph G. The edge crossings
quality metric is defined as follows:

QMcrossings(G) = ∑
(e1,e2)∈pairs(E)

cross(e1,e2)

Average Edge Length
Short edges are easier to follow [GKNV93]. Moreover, we deem it important to have short high weight edges. Therefore, the average edge
length quality metric, as defined below, takes the weight of an edge into account.

QMavg_length(G) =
1
|E| ∑

e∈E
length(e) ·weight(e)

Edge Bends
Edge bends negatively affect graph readability [PCJ97, Pur00]. Our approach towards computing the number of edge bends is inspired by
the work of Bridgeman et al. [BT98]. For an edge segment s, we define direction dir(s) ∈ {N,E,S,W} (North, East, South, West) as the
most prominent direction of line(s). For example, in Figure 2 the direction of every edge segment is illustrated. As we can see, the shape of
an edge can be described as a sequence of directions. The concatenation of these directions results in a shape string [BT98] string(e). For
example, in Figure 2, the shape string of the rightmost edge equals string(e) = ESSW. Consequently, the number of bends bends(e) in an
edge equals the number of times there is a change in segment direction. For example, in Figure 2, the bends are indicated by black circles.
The edge bends quality metric is defined as follows:

QMbends(G) = ∑
e∈E

bends(e) ·weight(e)

Since we prefer high weight edges to be straight, we multiply by the edge weight.

Back Edges
Since we are drawing graphs vertically in a top-down manner, we want to have as many forward edges as possible. The amount of forward
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Figure 2: Illustration of the directions of every edge segment. Red squares indicate the start and end points of edge segments. Red lines
illustrate the line line(s) of an edge segment s. The direction dir(s) value of every segment is indicated next to the respective red line.
Moreover, the red squares encircled in black indicate edge bends. In total, there are 4 edge bends in this graph layout.

edges directly relates to the consistency of ‘flow direction’ in the graph layout. Therefore, let backedges(G) be the set of back edges in graph
layout G. Then, the back edge quality metric is defined as follows:

QMback_edges(G) = ∑
e∈backedges(G)

weight(e)

Since we want high weight edges to be forward edges, we sum up the weights of the back edges instead of simply counting the number of
back edges.

Flow Direction
The back edge quality metric relates to the consistency of the flow direction in a graph layout. However, since this metric does not take the
actual shape of an edge into account, it does not properly describe the flow in terms of what the user sees on the screen. For example, a
forward edge e, which, intuitively, is drawn downward, can have, for all segments s ∈ segments(e), a direction dir(s) = E. Therefore, we
introduce a quality metric, similar to the ‘direction of a model’ metric of Bernstein et al. [BS15], that measures the flow direction of the
edges in a graph layout G. Let north(G), east(G), south(G), west(G), be the number of edge segments s in G that have dir(s) value N, E, S,
W respectively. Intuitively, since we are drawing graphs vertically in a top-down manner, all north(G) and south(G) edge segments adhere
to the vertical drawing direction while east(G) and west(G) edge segments ‘break the flow’. Therefore, the flow direction quality metric is
defined as follows:

QM f low(G) =
east(G)+west(G)

north(G)+ south(G)

Note that the lower QM f low(G), the better the flow direction adheres to the (vertical) drawing direction of the graph layout. Also, we do not
distinguish between north(G) and south(G) because this is already captured by the QMback_edges(G) quality metric.

Area
The quality metric QMarea(G) computes the area required to draw the graph layout (including edge labels). Preferably, in order to fit a graph
layout on the screen of the user, the area of a graph layout is a small as possible.

Discarded Metrics
Some quality aesthetics, as discussed below, found in the literature, are not used for different reasons.

Some layout algorithms aim to make a graph layout as symmetrical as possible. Since a process does not necessarily contain symmetries, we
do not include this aesthetic.

Other layout algorithms, in order to fit the resulting layout on the screen, aim to compute a graph layout that has an aspect ratio of 1:1. Since
this aesthetic can contradict quite some other aesthetic criteria (flow direction, back edges, edge bends), we do not consider this aesthetic.
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Other alternative aesthetics related to the length of edges exist. We could, for example, compute the minimum/maximum edge length in a
graph layout. However, since the average edge length relates to all edges, and not just to the shortest/longest, we decided to use the average
of edge lengths.

2.2. Stability Metrics

Measuring graph stability essentially comes down to measuring the degree of change between two graphs. When the degree of change
between graphs is small, there is a higher degree of stability. In the field of graph drawing, the problem of how to measure change (or
similarity) has received quite some attention [BT98, LMR98, BT00, DG02]. After investigating the stability metrics proposed in these works
and after considering our mental map definition [MELS95], we constructed the list of stability metrics listed in the sections below. We denote
the euclidean distance between two points (coordinates) by dist(p1, p2). For a stability metric SMλ(G,G′), the equivalent of a node ni ∈ V
in V ′ is denoted by n′i . For example, the distance between the old and new position of a node n equals dist(pos(n), pos(n′)). Additionally,
difference metrics only measure based on nodes or edges that are in both layouts, i.e. the sets V ∩V ′ and E∩E′. Moreover, let pairs(V ∩V ′)
and pairs(E ∩E′) be the sets of unique node/edge pairs in V ∩V ′ and E ∩E′ respectively.

Relative Euclidean
The relative euclidean stability metric measures, for all node pairs present in both layouts, the change in relative distance. This metric is
defined as follows:

SMrel_eucl(G,G′) = ∑
(ni,n j)∈pairs(V∩V ′)

|dist(pos(ni), pos(n j))− dist(pos(n′i), pos(n′j)) |

By taking the absolute value, we make sure the metric is always positive.

Hausdorff
The hausdorff distance is a standard metric used to measure the match between two point sets [BT98]. A disadvantage, however, is the fact
that the standard hausdorff metric does not take point labels into account. More specifically, every point in the point set is seen as a coordinate
and not as a unique entity. Consequently, swapping the position of two points in the point set does not change the point set. Since we do
have ‘labeled’ points (nodes), this standard metric does not work for us. Therefore, we consider an adapted version of the hausdorff distance
metric [BT00] (that does take point labels into account) which is defined as follows:

SMhausdorff (G,G′) = max
n∈V∩V ′

dist(pos(n), pos(n′))

Orthogonal
The orthogonal ordering mental map model [MELS95] states that a layout adjustment should preserve the direction of node n to node m for
each pair of nodes n and m. In order to quantify this, we define the following stability metric:

SMorthogonal(G,G′) = ∑
(ni,n j)∈pairs(V∩V ′)

angle(pos(n j)− pos(ni), pos(n′j)− pos(n′i))

The angle function computes the smallest positive angle between the two provided vectors. As we can see, we provide the vectors for the
old and new layout between the nodes in the node pair. Therefore, we essentially use the change in angle to express the change in direction
between two nodes.

Epsilon-Cluster
The proximity mental map model [MELS95] states that nodes which are close together should remain close together after a change. An
ε-cluster for a node ni is the set of nodes n j such that dist(pos(ni), pos(n j)) ≤ ε. In this work, ε is defined as the largest nearest neighbor
distance, i.e. [ELMS91]:

ε = max
ni

min
n j 6=ni

dist(pos(ni), pos(n j))

The ε-cluster stability metric measures how the ε-cluster of node ni compares to that of node n′i . Note that ε can be different for G and G′,
denoted by ε and ε

′ respectively. Consequently, we define the following sets:

ε(G) = {(ni,n j) ∈ pairs(V ∩V ′) |dist(pos(ni), pos(n j))≤ ε}

ε(G′) = {(ni,n j) ∈ pairs(V ∩V ′) |dist(pos(n′i), pos(n′j))≤ ε
′}

The ε-cluster stability metric is then defined as:

SMcluster(G,G′) = 1− |ε(G)∩ ε(G′) |
|ε(G)∪ ε(G′) |
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Observe that when the ε-clusters of nodes do not change, this metric returns 0.

Edge Shape
While most stability metrics measure change in terms of the positions of nodes, Bridgeman et al. [BT00] propose a metric that measures the
change in the shape of the edges. This metric is defined as follows:

SMedge_shape(G,G′) = ∑
e∈E∩E′

edit(string(e),string(e′))

The edit function computes the levenshtein distance [Lev66] between the two edge shape strings. Intuitively, a large edit distance implies
that the shape of an edge changed significantly.

Discarded Metrics
Some stability metrics found in the literature, as discussed below, are not used for different reasons.

The absolute euclidean distance metric is an intuitive and commonly used metric [BT98, LMR98, BT00, DG02]. However, because it is
sensitive to global layout translations (which are visually not observable), we exclude this metric. For the same reason, the nearest neighbor
between metric, as introduced by Bridgeman et al. [BT98], is also not considered.

An alternative orthogonal ordering metric is the one proposed by Diehl et al. [DG02]. In this metric, the amount of node pairs that change
their relative vertical or horizontal direction is measured. Therefore, this metric is essentially a discrete variant of SMorthogonal(G,G′).
Consequently, it is less accurate.

Bridgeman et al. [BT98] introduce the nearest neighbor within metric to express the change in node proximity. We implemented this metric
and found it to be too sensitive. Due to rounding issues, the coordinate of a node could change by 1 unit. Consequently, nearest neighbor
information could change while no change was visually observable.

3. Running Time Results
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Figure 3: (a) BPI2012. (b) BPI2013.
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Figure 4: (a) BPI2014. (b) BPI2017.

c© 2019 The Author(s)
Computer Graphics Forum c© 2019 The Eurographics Association and John Wiley & Sons Ltd.



R.J.P. Mennens & R.J. Scheepens & M.A. Westenberg / A stable graph layout algorithm for processes

0 25 50 75 100 125 150 175
Edges

0

250

500

750

1000

1250

1500

1750

2000

Ti
m

e 
(m

s)

BPI2017RCA

Our Algorithm
Dot

0 50 100 150 200 250 300
Edges

0

1000

2000

3000

4000

5000

6000

7000

Ti
m

e 
(m

s)

Electricity

Our Algorithm
Dot

(a) (b)

Figure 5: (a) BPI2017RCA. (b) Electricity.
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Figure 6: (a) Hospital. (b) Insurance.
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Figure 7: (a) Invoices. (b) P2P.
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Figure 8: (a) Road. (b) Sepsis.
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4. Qualitative Evaluation

To determine which algorithm is preferred by actual users, we performed a user study in which 14 process mining experts participated. In
the user study, participants have to work with the process graph dashboard in order to answer 10 process-related questions about two datasets
(Road and Insurance, see Section 1 in this document). These dataset questions were created after interviews with 3 process mining experts
and are designed to trigger typical process analysis tasks. Participants have to answer the dataset questions three times, each time using
a different algorithm (A: Our algorithm, B: Dot with animation, or C: Dot without animation). The order of the algorithms is randomized
among the participants. Note that, after answering the dataset questions the first time, the participant already (thinks he/she) knows the answer
to every question. Nevertheless, we ask the participants to re-perform the steps taken to answer the questions. The goal is to let the participant
work with every algorithm. After answering all 10 dataset questions three times, the participants are asked to answer a number of evaluation
questions. Section 4.1 presents the experiment forms (containing the evaluation questions) that were provided to the participants during the
experiment. The ‘answer tables’, as mentioned in Section 4.1, are not included because they are simple tables in which the participants had
to fill in their answers.

4.1. Experiment forms

Hi there!

In this user study you will be working with the process graph dashboard in order to answer questions about two different datasets: a dataset
(named ROAD) of an information system managing road traffic fines and a dataset (named INSURANCE) containing process data of an
insurance company. In total, there are three different ‘algorithms’ (named A, B, and C) that ‘run’ the process graph dashboard. In order to
identify which algorithm you prefer the most, you will answer the questions three times, each time using a different algorithm. Note that, after
answering the questions the first time, you already (think you) know the answer to every question. Nevertheless, we want you to reperform
the steps you took to answer the questions. The goal is to let you work with every algorithm. After answering all the questions using each of
the algorithms, there will be some questions about your experience.

Note, you are only allowed to use the process graph dashboard. No other dashboards may be used. Additionally, you may not add any extra
filters. All required filters are already present.

The questions for the two datasets are listed below. Italic text is used to indicate filter values and underlined text is used to indicate activity
names.

ROAD:

• R1: which sequence of activities appears to be the most frequent/important?
• R2: are all of these most frequent/important activities executed for Jurisdiction related activity types?
• R3: are all of these most frequent/important activities executed for Fine related activity types?
• R4: for the years after 2005 (not including 2005). In which year is Payment directly followed by Payment the most?
• R5: which activity is executed in 2007 but not in 2008?

INSURANCE:

• I1: which sequence of activities appears to be the most frequent/important?
• I2: which activities occur in 2017 but not in 2018?
• I3: for which age group is Re-assessment directly followed by Payment the most?
• I4: at which office is Correct payment directly followed by Correct payment the most?
• I5: at this office, for which age group is Correct payment directly followed by

Correct payment the most?

In the opened ProcessGold application, you should see the following favorites in arbitrary order:

• ROAD A
• ROAD B
• ROAD C
• INSURANCE A
• INSURANCE B
• INSURANCE C

Each of these favorites links to a process graph dashboard that visualizes one of the datasets (ROAD or INSURANCE) using one of the
algorithms (A, B, or C). You should open the favorites one by one from top to bottom. For every favorite that you open, you answer the
questions for the respective dataset. Answers to the questions should be written in the provided answer tables (make sure you use the table
that belongs to the algorithm you are using).

After answering the questions using all three algorithms, please answer the questions in the “User study evaluation table" (Table 2). After
answering these questions, you are done with the experiment.
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User study evaluation table

ID Question Answer

Q1 In general, which algorithm do you prefer the most? A / B / C / No preference

Q2 Why?

Q3 For which algorithm did you find the processes to be the
most readable/easiest to follow/understandable?

A / B / C / No preference

Q4 Why?

Q5 Your interaction with the process graph dashboard
changed the process being visualized. For which algo-
rithm was this change the easiest to follow?

A / B / C / No preference

Q6 Why?

Q7 Algorithms A and B use animation. Did the animation
help you answer the questions?

Yes / No / No preference

Table 2: User study evaluation questions. Encircle/fill in your answer.

Thank you for your participation!

4.2. Results

In total, 14 process mining experts (13 male and 1 female) participated in the user study. All participants were already familiar with the
process graph dashboard.

4.2.1. Dataset questions

In our user study, the dataset questions are only used as a means to make the participants work with the different algorithms. Also, not all
dataset questions have a single correct answer. Therefore, we deem the (correctness of the) answers to these dataset questions as less relevant.
We are more interested in the answers to the evaluation questions. Nevertheless, we shortly discuss the answers to the dataset questions
below.
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Figure 9 contains an overview of the answers given to the questions about the road dataset (except R1). As we can see, most answers
are correct. During the user test, we noticed that most incorrect answers were given due to misunderstanding the question, or because
the participant simply wrote down something different than what he/she actually intended. For example, we observed one participant who
concluded that 2007 is the correct answer for R4. Nevertheless, he/she wrote down 2008 instead.

Figure 9: An overview of the answers given to the questions about the road dataset (except for R1, see Figure 11). Green bars indicate
correct answers while red bars indicate incorrect answers.

Figure 10 contains an overview of the answers given to the questions about the insurance dataset (except I1 and I2). As we can see, similar
to the road questions, most answers are correct. Finally, Figure 11 contains the answers to R1, I1, and I2. For R1 and I1, the bars are colored
blue because R1 and I1 do not necessarily have a single correct answer. For R1, we can see that most participants identified the same sequence
of activities. For I1, on the other hand, there is a lot of variation in which sequence is identified. This is mainly because in the insurance
dataset, there is no clear ‘main path’. Finally, all participants correctly answered question I2.

Figure 10: An overview of the answers given to the questions about the insurance dataset (except for I1 and I2, see Figure 11). Green bars
indicate correct answers while red bars indicate incorrect answers.

4.2.2. Evaluation questions

An overview of the answers given to the evaluation questions, is provided in Figure 12. As we can see, our algorithm (A) performs signif-
icantly better than dot (B and C). For Q1 and Q3, all participants prefer our algorithm. To verify these results, we run a Chi-Squared test,
which returns a p-value of 0.0001828, indicating that with a significance value of α = 0.05, the null-hypothesis can be rejected, i.e., there
is significant evidence that these results are not obtained by chance. For Q5, there is only one participant who prefers algorithm B. Again,
we run a Chi-Squared test and obtain a p-value of 0.0013406, which again results in the rejection of the null-hypothesis (with a significance
value of α = 0.05). After investigation, we find that this single participant prefers algorithm B mainly due to question I2. For this question,
the participants have to identify a set of activities that is present in 2017, but not in 2018. It happened (by chance), that in the layout computed
by dot (algorithm B), this set of activities is nicely clustered together, and thereby easily identifiable.

Related to animation, all participants prefer animation over no animation (Q7) (and thus the Chi-Squared results for Q1 and Q3 also apply
to Q7), which is in line with previous animation research [BB99,SIG07,ZKS11,BPF14,AP16]. As a side note, however, a single participant
indicated that he/she only prefers animation for our algorithm (A). For dot (B), he/she found the animation to be distracting because a lot of
nodes/edges are modified, i.e., the lack of stability results in distracting animations.

Questions Q2, Q4, and Q6 are more difficult to analyze because they are open questions. Nevertheless, answers to these questions indicate
that, in general, participants prefer our algorithm because it computes graph layouts where the ‘main path’ is positioned in the center and
because edges are more straight and therefore easier to follow. Additionally, participants state that the stability and animation combination
makes it easy to follow changes. All in all, given these results, we can conclude that users prefer our algorithm over dot.
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Create fine, Send fine, Insert fine notification, Add penalty, Send for credit collection

Create fine, Send fine, Add penalty, Send for credit collection

Create fine, Send fine, Insert fine notification, Send for credit collection

R1

Insurance claim, Insurance decision, Mail acceptance RP, Payment, Income settlement, Correct payment
Insurance claim, Insurance decision, Follow-up call rejection, Mail rejection

Insurance claim, Insurance decision, Payment
Payment, Income Settlement

Insurance claim, Insurance decision, Mail acceptance RP, Payment, Income settlement, Correct payment, Payment
Payment, Payment, Income settlement

Insurance claim, Insurance decision, Mail acceptance RP/Mail acceptance RWA, Payment, Change, Income settlement, Correct payment
Insurance claim, Insurance decision, Mail acceptance, Payment, Income settlement, Correct payment

Insurance claim, Insurance decision, Mail acceptance RP/Mail acceptance RWA, Payment, Income settlement, Correct payment
Payment, Income settlement, Correct payment, Planned reassessment, Reassessment

Payment
I1

0 10 20 30 40
Frequency

Insurance Claim, Insurance decision, Mail acceptance RWA, Mail acceptance RP, Follow-up call rejection, Mail rejection, Follow-up call rejection

I2

Figure 11: An overview of the answers given to R1, I1, and I2. Green bars indicate correct answers while red bars indicate incorrect answers.
Blue bars are neutral in the sense that there is no single correct answer for the respective question.

Figure 12: An overview of the answers given to the (non-open) user study evaluation questions.

5. Layout Examples

Presented below are figures in which two graph layouts of the same graph are shown. These graphs were obtained from some of the datasets as
listed in Section 1. The graph layout on the left is always computed by dot while the graph layout on the right is computed by our algorithm.
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Figure 13: Graph layouts for the complete Road dataset (which was used during the user study). In our layout (right), the ‘main path’ is in
the center and aligned. In the layout computed by dot, this is not the case. Also, in our layout, the edges are more straight.

Figure 14: Graph layouts for a subset of the Road dataset (which was used during the user study). In both layouts, the ‘main path’ is nicely
aligned. In the layout computed by dot, however, the (salient) edge (Create fine, Payment) crosses the main path, which is quite distracting.

Figure 15: Graph layouts for the complete Insurance dataset (which was used during the user study). Due to data privacy, node names have
been blurred. In this dataset, there is no clear ‘main path’. Nevertheless, in our graph layout, the edges are more straight. Also, the layout
computed by dot is unnecessarily wide.
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Figure 16: Graph layouts for a subset of the Insurance dataset (which was used during the user study). Due to data privacy, node names
have been blurred. Since this graph is not too large, both layouts are (quite) readable and understandable. In the layout computed by dot,
however, there are some edges that overlap.

Figure 17: Graph layouts for the complete BPI2017RCA dataset. In our layout, the ‘main path’ is nicely in the center and aligned. In the
layout computed by dot, the beginning of the ‘main path’ is nicely aligned. After that, however, it is difficult to follow the main path.
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Figure 18: Graph layouts for a subset of the BPI2017RCA dataset. In our layout, the ‘main path’ is nicely in the center and aligned. In the
layout computed by dot, the beginning of the ‘main path’ is nicely aligned. After that, however, it is difficult to follow the main path.
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Figure 19: Graph layouts for the complete Hospital dataset. In our layout, the ‘main path’ is nicely in the center and aligned. In the layout
computed by dot, the ‘main path’ is not centralized and aligned.

Figure 20: Graph layouts for a subset of the Hospital dataset. In our layout, the ‘main path’ is nicely in the center and aligned (which is not
the case in the layout computed by dot). The area of our layout, however, is quite large compared to the layout of dot.
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